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Background

 Classification

 Identifying the categories of unlabeled instances

◼ computer vision, handwriting recognition, speech recognition, document classification

 Difficulties of this problem

◼ Quality of labeled instances

◼ Expensive costs of collecting labels
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I. Classification II. Active Learning
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Background

 Active Learning

 Common procedures in the cycle.

◼ Label prediction based on current semi-supervised classifier.

◼ Measure estimation based on query selection criterion.

◼ Query labeling by experts.
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Background

 Semi-Supervised Classifier (learn from labeled and unlabeled data)

 Graph-based Classifier

◼ Illustration:

◼ Graph Construction + Label Propagation

◼ Advantages:

◼ Easy for explanation; Analytic solution …
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Background

 Semi-Supervised Classifier

 Graph-based Classifier

◼ Formulation:

◼ Optimal Solution: 

◼ Procedure:

◼ Label Propagation

◼ matrix inversion with a 

cubic cost 𝑂(𝑁3).

◼ Graph Construction

◼ adjacency matrix with a 

quadratic cost 𝑂(𝑁2).
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𝐅 = 𝐈 + 𝜆 𝐈 −𝐖 −1𝐘

I. Semi-Supervised Classifier II. Query Selection Criterion III. Limitations

I

II
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Background

 Query Selection Criterion

 A. Expected Error Reduction (EER)

◼ Definition: choose the instance with the largest error reduction ⇒ tradeoff on error reduction

◼ Formulation:

argmax𝑘 መℰ(𝑓) − መℰ(𝑓+𝑦𝑘,𝑖) ,   where 𝑘 ∈ 1:𝑁, 𝑖 ∈ 1: 𝐶.
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At each iteration,  

For each unlabeled instance

Suppose this instance is labeled, and re-train the classifier.

Re-infer the soft labels exactly for hard labels.

Estimate the expected error.

End

Select the instance whose expected error reduction is largest.

Background

 Query Selection Criterion

 A. Expected Error Reduction (EER)

◼ Definition: choose the instance with the largest error reduction ⇒ tradeoff on error reduction.

◼ Formulation:

argmax𝑘 መℰ(𝑓) − መℰ(𝑓+𝑦𝑘,𝑖) ,   where 𝑘 ∈ 1:𝑁, 𝑖 ∈ 1: 𝐶.

◼ Procedure:
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At each iteration,  

For each unlabeled instance

Suppose this instance is labeled, and re-train the classifier.

Re-infer the soft labels exactly for hard labels.

Estimate the expected error.

End

Select the instance whose expected error reduction is largest.

Background

 Query Selection Criterion

 A. Expected Error Reduction (EER)

◼ Definition: choose the instance with the largest error reduction ⇒ tradeoff on error reduction.

◼ Formulation:

argmax𝑘 መℰ(𝑓) − መℰ(𝑓+𝑦𝑘,𝑖) ,   where 𝑘 ∈ 1:𝑁, 𝑖 ∈ 1: 𝐶.

◼ Procedure:

◼ Cost:
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𝑂 𝑵 + 𝑡𝑡𝑟𝑎𝑖𝑛 × 𝑁, where 𝑡𝑡𝑟𝑎𝑖𝑛 is the time cost of training the classifier, e.g., 𝑶(𝑵𝟑) for many SSL classifier.
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Background

 Query Selection Criterion

 A. Expected Error Reduction (EER)

 B. Uncertainty Sampling

◼ Definition: choose the instance with the largest uncertainty.

◼ Procedure:

◼ Analysis:

◼ Cost: reduce the time cost to 𝑂(𝑁) without re-training.

◼ Effectiveness: ignore the influence of labels; outliers may be selected.
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I. Semi-Supervised Classifier II. Query Selection Criterion III. Limitations

At each iteration,  

For each unlabeled instance avoid model retraining.

Infer the labels of unlabeled instances.

Estimate the uncertainty.

End

Select the instance with the largest uncertainty.



Background

 Limitations

 Semi-supervised Classifier 

◼ A. Graph-based Classifier

◼ Large time cost of graph construction and mode training.

 Query Selection Criterion

◼ A. Expected Error Reduction

(Perform well at either tuning decision boundaries or discovering new classes)

◼ Large time cost of model re-training and label re-inference.

◼ B. Uncertainty Sampling

◼ Ignore the influence of labels on the classifier and other instances.
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Scalable Active Learning 

 Motivations

 Efficient Semi-Supervised Classifier

◼ Reduce the time cost of graph-based learning.

◼ Keep a high classification accuracy.

 Scalable Query Selection Criterion 

◼ Cut down the time cost of query selection.

◼ Keep the high quality of selected instances.
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full graph datapoints     sampled anchors

Scalable Active Learning 

 Efficient Semi-Supervised Classifier 

 Hierarchical Anchor Graph

 Learning with Hierarchical Anchor Graph Regularization (HAGR)
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from Full-Graph to Anchor Graph from Anchor Graph to Hierarchical Anchor Graph

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

anchor graph

Sizes are 

generally

reduced



Scalable Active Learning 

 Efficient Semi-Supervised Classifier 

 Hierarchical Anchor Graph

 Learning with Hierarchical Anchor Graph Regularization (HAGR)

◼ Formulation:

◼ Label smoothing (Laplacian matrix) based on the finest

anchors  with 𝐖 = 𝐙0,1
T
𝐙0,1. 

◼ Label inference (hierarchically) from the coarsest

anchors with 𝐙H = 𝐙0,1𝐙1,2…𝐙ℎ−1,ℎ.

◼ Solution: 𝐀 = 𝐙L
HT𝐙H + 𝜆ሚ𝐋

−1
𝐙L
HT𝐘L

◼ Time cost: reduced to 𝑂(𝑁𝑁ℎ
2 + 𝑁ℎ

3).
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σ𝑖=1
𝑙 𝐙𝑖.

H𝐀 − 𝐲𝑖
2
+

𝜆

2
σ𝑖,𝑗
𝑛 𝑊𝑖𝑗(𝐙𝑖.

H𝐀 − 𝐙𝑗.
H𝐀)2.
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Scalable Active Learning 

 Motivations

 Efficient Semi-Supervised Classifier

◼ Cut down the computational cost of graph construction and model optimization.

◼ Keeping a satisfying performance on the classification accuracy.

 Scalable Query Selection Criterion

◼ Cut down the computational cost of query selection.

◼ Keeping a satisfying performance on the quality of selected instances.
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Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

◼ Definition: 

◼ an approximated estimation of expected error reduction with limited computations.

◼ Formulation:

argmax𝐱𝑞 𝐼𝑞 ×
ℰ𝑟 𝑞

𝐼 𝑞

1−𝜀

where  𝐼𝑞 is the expected impact over all instances, 𝜀 is the hyper-parameter and

ℰ𝑟 𝑞

𝐼 𝑞
is the approximated ratio between the error reduction and the expected impact over nearby instances.

◼ Interpretation:

◼ error reduction =𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑖𝑚𝑝𝑎𝑐𝑡 ×
𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐼𝑚𝑝𝑎𝑐𝑡
.

◼ 𝑎pproximated error reduction =𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑖𝑚𝑝𝑎𝑐𝑡 ×
𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐼𝑚𝑝𝑎𝑐𝑡 𝑛𝑒𝑎𝑟𝑏𝑦 𝑑𝑎𝑡𝑎𝑝𝑜𝑖𝑛𝑡𝑠

1−𝜀
.

◼ Setting  ϵ as average estimated error within (0, 1) ⇒ Adaptive tradeoff between two terms with the error decreasing.
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I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

average estimated error 



Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

◼ Formulation:

argmax𝐱𝑞 𝐼𝑞 ×
ℰ𝑟 𝑞

𝐼 𝑞

1−𝜀

, 𝑞 ∈ 𝑆𝐴𝐿

where 𝐼𝑞 is the expected impact over all instances, 
ℰ𝑟 𝑞

𝐼 𝑞
is the approximated ratio between the error reduction and the 

expected impact over nearby instances, and 𝜀 is the tradeoff parameter.

Keypoints:
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𝒒

𝑰𝒒

Nearby datapoints of the candidate 𝐱𝑞

Approximated ratio over nearby datapointsExpected impact over all instances 

Candidate set 𝑺𝑨𝑳

𝓔𝒓 𝒒

𝑰 𝒒

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier



Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

Keypoints:
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𝒒
𝑰𝒒 𝑺𝑨𝑳

𝓔𝒓 𝒒

𝑰 𝒒

Candidate set Hierarchical expansion of candidates

Details:

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier



Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

Keypoints:
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𝑰𝒒

𝓔𝒓 𝒒

𝑰 𝒒

𝑺𝑨𝑳

𝒒 Nearby datapoints of 𝐱𝒒 Hierarchical assignment of nearby datapoints

Details:

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

the coarser candidates 

requires more nearby 

datapoints to estimate 

their approximated ratio

effectively.



matrix inversion lemma

Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

Keypoints:
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𝓔𝒓 𝒒

𝑰 𝒒

𝑺𝑨𝑳

𝒒

Fast computation of the expected impact𝑰𝒒
Expected impact 

over all instances 

Time Cost:  
For 𝑁𝑞 candidates, the time 

cost of expected impact esti-

mation is 𝑂൫

൯

𝑁ℎ
2𝑁𝑞 + 𝑁ℎ

3 +

𝑁ℎ𝑁𝑞𝐶 + 𝑁ℎ
2𝐶 + 𝑁𝑞𝐶

2

≈ 𝑂(𝑁ℎ
2𝑁𝑞).

Details:

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

𝚫 = 𝐙L
HT𝐙L

H

𝐙H 𝐀+ෝ𝒚qr − 𝐀
F

2

= trace 𝐀+ෝ𝒚qr − 𝐀 𝚫 𝐀+ෝ𝒚qr − 𝐀

Let ෩𝐌 = 𝐌−1, 𝛼𝑞 = 𝐙𝑞
HT ෩𝐌𝐙𝑞

H, 𝛽𝑞 =
1

1+𝛼𝑞
, 

then 𝐙𝑞
HT𝐙𝑞

H +𝐌
−1

= 𝐌(𝐈 − 𝛽𝑞𝐙𝑞
HT𝐙𝑞

H𝐌)

HAGR: 𝐼𝑞 = σ𝒓=𝟏
𝑪 𝑓𝑞𝑟 𝐙H 𝐀+ෝ𝒚qr − 𝐀

F

2

𝐀 = 𝐙𝑞
HT𝐙𝑞

H +𝐌
−1

𝐙𝑞
HT𝐘𝑞 + 𝐙L

HT𝐘L

𝐌 = 𝐙L
HT𝐙L

H + 𝜆ሚ𝐋

Only soft labels are required.

remaining time cost to 

data size is avoided

direct matrix operations ! 



Scalable Active Learning 

 Scalable Query Selection

Approximated Error Reduction (AER)

Keypoints:
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𝓔𝒓 𝒒

𝑰 𝒒𝑺𝑨𝑳
𝒒 Fast estimation of the approximated ratio

𝑰𝒒

Approximated ratio

Details:

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

expected impact over 𝑞

𝐼 𝑞 ≈
𝐼𝑞

1+𝜇

𝜇:degree of the impact overflows nearby datapoints. 

expected error reduction over 𝑞

ℰ𝑟 𝑞 = σ
𝑖=1

𝑁 𝒒
𝜂𝑖ℓ(𝑓𝑖 , መ𝑓𝑖) ≈ 𝜂σ ℓ(𝑓𝑖 , መ𝑓𝑖)

𝜂:degree of the expected error will be reduced. 

ℰ𝑟 𝑞

𝐼 𝑞
= 𝜂 ⋅

ℰ 𝑞
𝐼𝑞

1+𝜇

= 𝜂 1 + 𝜇 ×
ℰ 𝑞

𝐼𝑞

Time Cost:  

For 𝑁𝑞 candidates, 

the time cost of 

approximated ratio   

estimation is 𝑂(𝑁𝐶).
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 Scalable Query Selection

Approximated Error Reduction (AER)

Objective formulation:                       argmax𝐱𝑞 𝐼𝑞 ×
ℰ𝑟 𝑞

𝐼 𝑞

1−𝜀

, 𝑞 ∈ 𝑆𝐴𝐿

Final formulation:                          argma𝐱𝐱𝒒𝑰𝒒
𝜺 × 𝓔 𝒒

𝟏−𝜺, 𝒒 ∈ 𝑺𝑨𝑳
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𝒒 𝑰𝒒𝑺𝑨𝑳
𝓔𝒓 𝒒

𝑰 𝒒

Pros： AER enables an efficient estimation of error reduction without re-inferring labels of instances.                 

The expected impact can be calculated for all candidates via direct matrix operations rather than 
multiple iterations..

Apart from the similar time cost to that of the uncertainty sampling, the remaining time cost of 
our AER-based approach is independent of data sizes during the query selection.

AER focuses on global impact first and pays attention to local uncertainty later, which provides 
an opportunity to achieve comparable or even higher accuracies than the EER-based approach.

uncertainty over

nearby instances

expected impact

over all instances

I. Motivations III. Scalable Query SelectionII. Efficient Semi-Supervised Classifier

average estimated error 
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Experiment and Conclusion

 Experiment
 Efficient Semi-Supervised Learning on Hierarchical Anchor Graph

 Scalable Active Learning with Approximated Error Reduction
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II. ConclusionI. Experiment



Experiment and Conclusion

 Experiment
 Efficient Semi-Supervised Learning on Hierarchical Anchor Graph

 Scalable Active Learning with Approximated Error Reduction
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Expected Error Reduction
Approximated Error Reduction

Model Change

Uncertainty

Experiment and Conclusion

 Experiment
 Efficient Semi-Supervised Learning on Hierarchical Anchor Graph

 Scalable Active Learning with Approximated Error Reduction
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Expected Error Reduction
Approximated Error Reduction

Model Change

Uncertainty

Experiment and Conclusion

 Experiment
 Efficient Semi-Supervised Learning on Hierarchical Anchor Graph

 Scalable Active Learning with Approximated Error Reduction
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II. ConclusionI. Experiment

Since AER pays attention to 

local region based on local 

uncertainty, it can leads to 

better performance than EER.



Experiment and Conclusion

 Conclusion

32
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II. ConclusionI. Experiment

Semi-supervised classifier on hierarchical anchor graph. 

Query selection criterion with approximated error reduction. 

Scalable active learning for efficient classification.

Our 

Work
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